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A new algorithm has been developed to simulate two-dimensional (2D) spectra with correlated anisotropic
frequencies faster and more accurately than previous methods. The technique uses finite-element numerical
integration on the sphere and an interpolation scheme based on the Alderman-Solum-Grant algorithm. This
method is particularly useful for numerical calculations of joint probability distribution functions involving
quantities with a parametric orientation dependence. The technique’s e�ciency also allows for practical least-
squares fitting of experimental 2D solid-state NMR datasets. The simulation method is illustrated for select
2D NMR methods, and a least-squares analysis is demonstrated in the extraction of paramagnetic shift and
quadrupolar coupling tensors and their relative orientation from the experimental shifting-d echo 2H NMR
spectrum of a NiCl2·2D2O salt.

I. INTRODUCTION

Numerous multi-dimensional spectroscopic methods
have been developed to separate and correlate the
anisotropic frequency contributions from tensorial inter-
actions to obtain information about structure and dy-
namics in solids. In terms of structure, multi-dimensional
spectra correlating di↵erent tensorial interactions can re-
veal the principal components of each interaction and
the relative orientation between them, providing much
stronger structural constraints than isotropic frequen-
cies alone. Examples of such experiments in two-
dimensional nuclear magnetic resonance (NMR) include
the separation and correlation of anisotropic frequencies
of the nuclear magnetic shielding and dipolar coupling1–4;
nuclear magnetic shielding and first-order quadrupolar
coupling5–9; nuclear magnetic shielding and second-order
quadrupolar coupling10–13; and second-order quadrupo-
lar and dipolar coupling14. In terms of dynamics, multi-
dimensional spectra correlating the same tensorial inter-
action can reveal the details about motional processes,
such as the motional correlation time and the motional
mechanism. Examples of such experiments in NMR in-
clude the application of 2D exchange methods to poly-
crystalline solids exploiting the frequency anisotropies
arising from the nuclear magnetic shielding15,16, or the
quadrupolar coupling17–19 tensor.
A primary challenge in using these techniques is the

lack of a rapid multi-dimensional simulation algorithm
for use in a least-squares analysis of the spectra. Early
attempts to circumvent this issue in 2D NMR involved
using 2D ridge plots1 as a visual guide to determining
the relative tensor orientations or motional mechanisms.
However, ridge plots are not quantitative, and the rela-
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tive tensor orientations are determined by visual inspec-
tion of the spectra. This approach is not only subjective
but also time-consuming. A more quantitative process
involves using a multi-dimensional simulation algorithm
to fit the full experimental multi-dimensional spectrum.
This study presents a rapid simulation algorithm for two-
dimensional spectra with correlated anisotropic dimen-
sions using finite-element integration. We present the
details behind this algorithm and demonstrate its utility,
implemented in the Python package MRSimulator, in a
few illustrative examples of 2D NMR spectroscopy.

II. ALGORITHM

In 1986, Alderman, Solum, and Grant20 published an
algorithm for rapidly simulating 1D NMR spectra of
polycrystalline samples. This approach is based on a
finite element integration21 of the NMR spectrum over
the unit sphere. This algorithm, which we refer to as the
ASG tenting algorithm, has been widely used for simu-
lating 1D NMR spectra of polycrystalline samples. In
this work, we extend the ASG tenting algorithm to 2D
NMR spectra having correlated anisotropic dimensions.
As the ASG 1D tenting algorithm is part of our 2D al-
gorithm, we present a summary before proceeding with
our approach.

A. ASG 1D tenting algorithm

A 1D NMR spectrum of a polycrystalline sample is
obtained from the integral

hs(⌫)i =
Z

U
hs(⌫,↵,�)i� d�, (1)

where U is the unit sphere in R3 and � is the solid angle.
Here, hs(⌫,↵,�)i� is the NMR spectrum after an inte-
gration over the � Euler angle,22 and ↵ and � are the
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FIG. 1. In the Alderman-Solum-Grant algorithm,20 the finite-element spectrum obtained after integration over the solid angle of
the rth finite element is approximated with a triangular line shape. This figure illustrates the ten bin area cases for “digitizing”
the finite-element spectrum in the ASG tenting algorithm as indicated by the letters “a” through “j” in the boxes representing
frequency bins below each finite element spectrum. Expressions for the areas of the ten cases are given in reference 20 and the
Supplemental Material.

remaining Euler angles. There are numerous situations
where a partial average of the NMR signal over the � an-
gle can be performed analytically,22 leaving only the 2D
integration of ↵ and � to be performed numerically. If the
integration over � cannot be performed analytically, then
a separate numerical integration over � can be performed
before or after proceeding with the numerical integration
over ↵ and � described here.

Equation (1) can be approximated using finite element
integration21 as

hs(⌫)i =
M�X

r=1

Z

�r

hs(⌫,↵,�)i�d� =
M�X

r=1

s�r (⌫), (2)

where {�1, . . . ,�M�} is a triangulation of U into M�

triangles with vertices

�r = {~er,A,~er,B ,~er,C}
= {(↵r,A,�r,A), (↵r,B ,�r,B), (↵r,C ,�r,C)}, (3)

and s�r (⌫) is identified as the finite element spectrum
obtained after integration over the solid angle of the rth

finite element.

There are many algorithms for triangulating the unit
sphere. The interpolation method described here can be
adapted for any triangular grid mesh on a unit surface.
In the ASG orientation sampling algorithm, the trian-
gulation is performed by inscribing an octahedron inside
a unit sphere and then subdividing each triangular face
of the octahedron into smaller triangles. This triangula-
tion procedure is described in Appendix A. There may be
other triangulation schemes that o↵er faster convergence,
but we use the ASG triangulation because it is easy to
compute, is scalable, and has an octant symmetry, all of
which are useful for a general-purpose NMR simulation.

The frequencies and amplitudes evaluated at the three
vertices of a triangle are denoted as (fA, aA), (fB , aB),
(fC , aC). In the ASG tenting algorithm, the frequencies
are labeled in ascending order and assigned to fmin, fmid,
and fmax, respectively, and the finite element spectrum is

approximated as

s�r (⌫) =


wAaA + wBaB + wCaC

3

�

⇥ tri(⌫, fmin, fmid, fmax), (4)

where the wA, wB , and wC are weighting factors. Here,
these factors arise from the ASG triangulation described
in Appendix A. The function tri(⌫, fmin, fmid, fmax) is the
normalized triangular distribution function given by

tri(⌫, fmin, fmid, fmax) =
2

(fmax � fmin)

⇥

8
><

>:

(⌫ � fmin)/(fmid � fmin), fmin  ⌫ < fmid,

(fmax � ⌫)/(fmax � fmid), fmid  ⌫ < fmax,

0, otherwise.

(5)

The triangular line shape assumes that the transition fre-
quencies vary linearly across the triangle’s surface and
that the di↵erences in amplitude at the vertices are mi-
nor. This approximation becomes valid in the limit of
large M�.
The ith bin amplitude in the discrete spectrum is ob-

tained by integrating Eq. (5) over the ith bin’s frequency
interval, i.e.,

S�r [i] =

Z ⌫[i+1]

⌫[i]
s�r (⌫)d⌫. (6)

Here, the limits of the frequency interval of the bin are
obtained from

⌫[i] = ⌫low + i�⌫, i = 0, 1, . . . , N⌫ � 1, (7)

where ⌫low is the lower frequency limit of the spectrum,
�⌫ is the bin interval, and N⌫ is the number of bins in
the spectrum. Expressions for the areas of ten bin cases,
labeled a through j, for “digitizing” the finite-element
spectrum in the ASG tenting algorithm are given in ref-
erence 20 and the Supplemental Material and are illus-
trated in Fig. 1.
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FIG. 2. Illustration of the 2D tenting algorithm. (A) Each cross-section of the 2D finite element spectrum is approximated
as the sum of two triangular line shapes whose minimum, middle, and maximum frequencies are obtained from the vertices
of two triangles inside the trapezoid, PQUV, as shown above. (B) The relative area of each triangle is distributed into the
cross-section bins along the ⌫1 dimension using the ASG 1D tenting algorithm. The triangular line shapes obtained from PUV
and PUQ are combined using Eq. (18) to obtain the 1D finite element cross-section spectrum. The process is repeated over all
bins in ⌫2 with non-zero S�r [i1|i2].

B. 2D tenting algorithm

We approximate the 2D spectrum of a polycrystalline
sample using a finite-element integration21 as

hs(⌫1, ⌫2)i =
M�X

r=1

Z

�r

hs(⌫1, ⌫2,↵,�)i�d�

=
M�X

r=1

s�r (⌫1, ⌫2), (8)

where s�r (⌫1, ⌫2) is the rth finite-element 2D spec-
trum obtained after integration over �r. Again,
hs(⌫1, ⌫2,↵,�)i� is the spectrum after an analytical or
numerical partial signal integration over the � Euler an-
gle.
In the discretization of the 2D spectrum, the [i2, i1]th

bin amplitude is obtained by integrating over the ith2 and
ith1 bin’s frequency intervals, i.e.,

S�r [i2, i1] =

Z ⌫2[i2+1]

⌫2[i2]
d⌫2

Z ⌫1[i1+1]

⌫1[i1]
d⌫1 s�r (⌫1, ⌫2), (9)

where (⌫2[i2], ⌫2[i2 + 1]) and (⌫1[i1], ⌫1[i1 + 1]) are the
lower and upper limits of the corresponding frequency
intervals of the 2D bin, and

⌫2[i2] = ⌫2,low + i2�⌫2, i2 = 0, 1, . . . , N⌫2 � 1, (10)

and

⌫1[i1] = ⌫1,low + i1�⌫1, i1 = 0, 1, . . . , N⌫1 � 1. (11)

Here, ⌫2,low and ⌫1,low are the lower frequency limits of
the spectrum, �⌫2 and�⌫1 are the bin intervals, andN⌫2

and N⌫1 are the number of bins along the corresponding
dimensions in the spectrum.
In the finite-element integration of a 2D spectrum,

the correlated frequency pairs and amplitudes evalu-
ated at the three vertices of a triangle are (f1A, f2A, aA),
(f1B , f2B , aB), (f1C , f2C , aC). These three transition fre-
quency coordinates are indicated by the solid black circles
in Fig. 2. In our approach, the discretized finite-element
2D spectrum, S�r [i2, i1], is obtained by applying a 1D
tenting algorithm to each discretized one-dimensional
cross-section of S�r [i2, i1], which is represented as the
sum of two triangular line shapes—this approach, illus-
trated in Fig. 2, proceeds as follows.
The frequencies f2A, f2B , and f2C are sorted in ascend-

ing order, and assigned to f2,min, f2,mid, and f2,max, re-
spectively. Using these frequencies, the 1D ASG tent-
ing algorithm is applied to obtain the discretized finite-
element spectrum projected onto the ⌫2 dimension, i.e.,
S�r [i2], as shown on the right side of Fig. 2A. The ampli-
tude at the ith2 bin of this projection is the integrated am-
plitude of the corresponding discretized 1D cross-section
taken at i2, i.e., S�r [i1|i2], where

S�r [i2] =

N⌫1�1X

i1=0

S�r [i1|i2]�⌫1. (12)

The non-zero amplitude of the discretized 1D cross-
section, S�r [i1|i2], is contained inside a trapezoid,
PQUV, as shown in Fig. 2A. The coordinates of the
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⌫2 bin P Q U V Tri�r [i2]

a - - - - Eq. (S.a)

b - - - - Eq. (S.b)

c (f1A, f2,min) (f1A, f2,min) (xAC(y
0), y0) (xAB(y

0), y0) Eq. (S.c)

d (xAB(y), y) (xAC(y), y) (xAC(y
0), y0) (xAB(y

0), y0) Eq. (S.d)

e
(f1A, f2,min) (f1A, f2,min) (xAC(f2,mid), f2,mid) (f1B , f2,mid) Eq. (S.e1)

(f1B , f2,mid) (xAC(f2,mid), f2,mid) (xAC(y
0), y0) (xBC(y

0), y0) Eq. (S.e2)

f
(xAB(y), y) (xAC(y), y) (xAC(f2,mid), f2,mid) (f1B , f2,mid) Eq. (S.f1)

(f1B , f2,mid) (xAC(f2,mid), f2,mid) (xAC(y
0), y0) (xBC(y

0), y0) Eq. (S.f2)

g
(xAB(y), y) (xAC(y), y) (xAC(f2,mid), f2,mid) (f1B , f2,mid) Eq. (S.g1)

(f1B , f2,mid) (xAC(f2,mid), f2,mid) (f1C, f2,max) (f1C, f2,max) Eq. (S.g2)

h (xBC(y), y) (xAC(y), y) (xAC(y
0), y0) (xBC(y

0), y0) Eq. (S.h)

i (xBC(y), y) (xAC(y), y) (f1C, f2,max) (f1C, f2,max) Eq. (S.i)

j - - - - Eq. (S.j)

TABLE I. Coordinates of trapezoid PQUV and the corresponding integrated amplitude, S�r [i2], for the di↵erent bin cases in
⌫2. Here, y = ⌫2[i2] and y0 = ⌫2[i2 + 1]. The functions xAC(⌫2), xAB(⌫2), and xBC(⌫2) are given in Eqs. (13-15). The equation
numbers tabulated in column Tri�r [i2] refer to the equation number in the Supplemental Material. These are combined using
Eq. (18) to obtain the 1D finite element cross-section spectrum. The bin case designations (a to j) are the same as the 1D ASG
tenting algorithm shown in Fig. 1 and summarized in the Supplemental Material. The bin cases b and j have zero intensity.
The bin case a occurs when v2[i2]  f2A  f2B  f2C  v2[i2 + 1] and 2D interpolation is not required. In this case we proceed
with the 1D ASG interpolation on the (f1A, f1B , f1C) coordinates.

(A) (B) (C)

FIG. 3. The figure illustrates the finite-element 2D spectrum for the three bin cases e, f , and g, where the bin intensity is the
sum of two trapezoids represented with two di↵erent shades of gray.

trapezoid vertices (PQUV) are listed in Table I and are
calculated using the equations of lines AB, AC, and BC
given by

xAC(⌫2) =

✓
f1A � f1C

f2,min � f2,max

◆
(⌫2 � f2,min) + f1A, (13)

xAB(⌫2) =

✓
f1A � f1B

f2,min � f2,mid

◆
(⌫2 � f2,min) + f1A, (14)

xBC(⌫2) =

✓
f1B � f1C

f2,mid � f2,max

◆
(⌫2 � f2,mid) + f1B. (15)

The 1D cross-section, S�r [i1|i2], is calculated as the sum
of two triangular line shapes whose minimum, middle,
and maximum frequencies are obtained from two trian-
gles formed from the vertices PUQ and PUV, as shown in
Fig. 2A. For the PUQ triangle, the frequencies f1P , f1U ,
and f1Q are sorted in ascending order, and assigned to

fPUQ
min , fPUQ

mid , and fPUQ
max , respectively. Using these frequen-

cies, the PUQ triangle contribution to the discretized 1D
cross-section is obtained from

TriPUQ
�r

[i1|i2] =
Z ⌫1,i1+1

⌫1,i1

tri
⇣
⌫1, f

PUQ
min , fPUQ

mid , fPUQ
max

⌘
d⌫1,

(16)
as illustrated by the top triangular spectrum in Fig. 2B.
For the PUV triangle, the frequencies f1P , f1U , and f1V
are sorted in ascending order, and assigned to fPUV

min ,
fPUV
mid , and fPUV

max , respectively. Using these frequencies,
the PUV triangle contribution to the discretized 1D
cross-section is obtained from

TriPUV
�r

[i1|i2] =
Z ⌫1,i1+1

⌫1,i1

tri
⇣
⌫1, f

PUV
min , fPUV

mid , fPUV
max

⌘
d⌫1,

(17)
as illustrated by the middle triangular spectrum in
Fig. 2B. The discretized cross-section of the finite ele-
ment 2D spectrum is obtained as the area-normalized
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weighted sum of the two triangular line shapes, i.e.,

S�r [i1|i2] =
S�r [i2]

APUQ +APUV

⇥
⇣
APUQ · TriPUQ

�r
[i1|i2] + APUV · TriPUV

�r
[i1|i2]

⌘
,

(18)

where S�r [i2] is the integrated amplitude of the corre-
sponding 1D cross-section taken at ⌫2[i2], and

APUQ =
1

2

����(f1P � f1Q)(f2Q � f2U )

����, (19)

and

APUV =
1

2

����(f1V � f1U )(f2Q � f2U )

����, (20)

are the area of triangles PUQ and PUV, respectively.
This is illustrated by the bottom spectrum in Fig. 2B.
In Table I, the ⌫2 bin cases f , e, and g list two trapezoid

PQUV vertexes. Here, we perform the interpolation for
both trapezoids as described above. The total intensity
for the bin is the sum of the two trapezoid intensities.
Figure 3 illustrates the two trapezoidal segments for the
three ⌫2 bin cases. Note that each trapezoid segment is
represented as two triangles. In some cases, two vertexes
of a trapezoid are identical, in which case, one of the
triangles has zero area, and the trapezoid reduces to a
triangle.
The previous steps are repeated for each ⌫2 bin with a

non-zero amplitude in the projection, S�r [i2], to obtain
the discretized finite-element 2D spectrum, S�r [i1, i2].
Finally, a sum of the discretized finite-element 2D spec-
tra, according to Eq. (8), yields the integrated discretized
2D spectrum,

hS[i1, i2]i =
M�X

r=1

S�r [i1, i2]. (21)

In closing this section, we note that Charpentier et
al.25 proposed a 2D tenting approach that assumes the
projections onto ⌫2 and ⌫1 are uncorrelated so that the
2D finite element spectrum can be formed by the outer
product of the two marginal distributions (projections),
i.e.,

S�r [i1, i2] = S�r [i1]⌦ S�r [i2]. (22)

This assumption, however, is flawed as the two dimen-
sions of the 2D finite element spectrum are not uncor-
related. Such an approach only yields an accurate 2D
spectrum with correlated anisotropic dimensions in the
limit of extremely large N⇥ and defeats the advantage of
finite element integration. Furthermore, Charpentier et
al.25 never demonstrated this approach on a 2D spectrum
correlating anisotropic dimensions.

III. RESULTS AND DISCUSSION

Figure 4 shows a series of simulated 13C-1H separated
local field 2D spectra in a polycrystalline sample using
the 2D tenting algorithm to correlate the anisotropic fre-
quencies of the nuclear magnetic shielding of the 13C res-
onance of a carbonyl group with its anisotropic dipolar
coupling to 1H for various relative orientations between
the dipolar coupling tensor relative to the shielding ten-
sor. Each simulation took only 40 ms on a laptop com-
puter (Apple MacBook Air, 3.49 GHz M2 processor with
8 cores and 24 GB RAM). These spectra were first simu-
lated by Linder et al.1 for comparison to the experimen-
tal 13C-1H separated local field spectrum of 13C-enriched
methyl formate acquired at T = 90 K. At the time of this
work, 1980, Linder et al.1 could only perform a least-
squares analysis on 1D cross-sections taken from the 2D
spectrum.
In Fig. 5 are two examples correlating the anisotropic

frequencies of the nuclear magnetic shielding to the
second-order quadrupolar coupling. In Fig. 5A is a simu-
lation, using the 2D tenting algorithm, of a 2D Switched-
Angle Spinning (SAS) spectrum correlating the central
transition of 87Rb2CrO4 at 11.7 T at the two rotor angles
(✓1, ✓2) = (70.12�, 54.74�). This spectrum was first mea-
sured by Shore et al.10. A related method, developed by
Wang et al.12 and Ash et al.13 referred to as COASTER
(COrrelation of Anisotropies Separated Through Echo
Refocusing), correlates the triple-quantum to central
transition frequencies while spinning at a single rotor an-
gle of 70.12�. It has advantages over the SAS method
in that the rotor angle is fixed, and the anisotropies
of the chemical shift and the quadrupolar coupling can
be correlated in orthogonal dimensions, i.e., the “chem-
ical shift” dimension is free from anisotropic quadrupo-
lar interactions, and a “quadrupolar” dimension is free
from chemical shift interactions. The simulation of the
COASTER spectrum of 87Rb2CrO4 at 9.4 T using the 2D
tenting algorithm is presented in Fig. 5B. Each simula-
tions in Fig. 5 took 14 ms on a the same laptop computer.
Such 2D measurements of relative tensor orientations can
be valuable in structural studies involving half-integer
quadrupolar nuclei. For example, in carbonyl-containing
systems such as proteins, the 17O quadrupolar-coupling
tensor is consistently aligned along the carbonyl bond,
but the chemical-shift tensor tends to rotate away from
the bond because of substituent e↵ects.26

Figure 6 is the final example illustrating correlating
the anisotropic frequencies of the paramagnetic shift
anisotropy to the first-order quadrupolar coupling of a
2H (I = 1) spectrum. Exploiting paramagnetic inter-
actions in NMR spectroscopy has grown immensely in
recent decades. This has mainly been through para-
magnetic relaxation enhancements and the fermi- and
pseudo-contact shifts as structural constraints. An un-
derutilized but equally powerful feature of the param-
agnetic interaction is the direct measurement of the re-
sulting NMR shift anisotropy. In contrast to contact
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FIG. 7. The root-mean-square error (RMSE) between the
simulated and “ground-truth” spectra of the shifting-d echo
2H NMR spectra as a function of N⇥, the number of orien-
tations used in the powder average. In this comparison, the
root-mean-square error (RMSE) is calculated relative to the
average 2D tent spectrum obtained using the three sampling
schemes with N⇥ = 1, 352, 568 1, 346, 269 and 1, 345, 600 for
ASG, ZCW, and STEP sampling, respectively.
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Appendix A: ASG Sampling and Triangulation on the Unit
Sphere

The ASG sampling and triangulation of the unit sphere
can be approximated by first inscribing an octahedron
inside a unit sphere. The equilateral triangle faces of
the octahedron are further triangulated into M� = N2

equilateral triangles as illustrated in Fig. 3 of the ASG
paper20. This creates a set of grid intersections (ver-
tices) indexed by k, l, and m, where 0  k, l,m  N,
and k + l +m = N. The (x, y, z) coordinates of the
grid intersections in the positive octant are given by
(k/N, l/N,m/N). The distance from the origin to each
grid intersection is given by

Rk,l =
q

x2
k + y2l + z2m =

p
k2 + l2 + (N� k � l)2

N
,

(A1)

with ↵ and � angles determined by

cos�l,k =
N� k � l

NRl,k
, sin�l,k =

p
k2 + l2

NRl,k
, (A2)

and

cos↵l,k =
N kp
k2 + l2

, sin↵l,k =
N lp
k2 + l2

. (A3)

The weight of each orientation, given by

wl,k =
1

R3
l,k

, (A4)

accounts for the increase in the area when the planar
triangle on the face of the octahedron is extended to the
surface of the sphere.
The total number of orientations, N⇥, is defined as,

N⇥ = F(N+ 1)(N+ 2)/2, (A5)

where F is the number of octant faces.
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